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ABSTRACT

Music source separation (MSS) aims to separate vocal and accompaniment sources from a mixed music recording. Supervised MSS methods need clean separated vocal and accompaniment for training. Instead, we propose a source separation method trained only on weakly labelled audio data, that is, only the presence or absence of vocal or accompaniment is known. The proposed method contains two mappings. The first mapping is modeled by a convolutional neural network (CNN) from the input log Mel spectrogram to the segmentation masks of vocal and accompaniment. The second mapping is from each segmentation mask to the weakly labelled audio tag of vocal and accompaniment. The separated waveform of the vocal and accompaniment sources can be obtained from the segmentation masks. Results show the proposed method achieves average SDR, SIR and SAR of 0.91 dB, 5.99 dB and 4.50 dB in vocal and accompaniment source separation.

1. INTRODUCTION

Music source separation (MSS) [3] aims to separate vocal and accompaniment sources in a mixed music recording. Music source separation can be classified into supervised and unsupervised methods. Unsupervised methods, such as non-negative matrix factorizations (NMFs) [1], learn dictionaries for vocal and accompaniment for source separation. Recently many supervised methods apply deep neural networks to learn a regression from music to vocal and accompaniment [3]. However, these supervised methods need ideal binary masks (IBMs) for training [3]. In this paper, we propose a MSS method trained on weakly labelled data, that is, only the presence or absence of the vocal or accompaniment sources are known.

2. PROPOSED SEPARATION FRAMEWORK

We only use weakly labelled audio tags to train the MSS model. To begin with, the log Mel spectrogram of a music clip is used as input feature. The proposed framework contains two parts. The first part is a mapping from the input feature \( x \) to the time-frequency (T-F) segmentation masks \( h = [h_1, h_2] \), \( g_1 : x \mapsto h \), where \( h_1 \) and \( h_2 \) represents the segmentation masks for music and vocal, respectively. The second part is a mapping from each segmentation mask \( h_k \) to the tags \( y_k \in \{0, 1\} \), \( g_2 : h_k \mapsto y_k \), where \( k \) is the index of vocal and accompaniment. In the training phase, the model can be trained end-to-end, that is, from the input feature to the tags of vocal and accompaniment directly.

In the separation phase, the log Mel spectrogram of an unseen music clip is calculated and fed to the trained network to obtain the T-F segmentation masks. Then the T-F segmentation masks are multiplied the spectrogram of the music clip to yield an estimate of the separated source. We then apply the inverse Fourier transform to obtain the separated vocal and accompaniment audio waveforms.

3. EXPERIMENTS

We experiment on the MIR-1K dataset [2], containing 1,000 vocal and accompaniment recording clips. We remixed the dataset so that there are three combinations of audio, (1,0), (0,1), (1,1), representing the presence of only accompaniment, the presence of only vocal and both accompaniment and vocal are present. Training and testing data are split to 80% and 20%. Fig. 1 shows the segmentation masks of a mixed music.

Figure 1. (a) Log Mel spectrogram of a mixed music clip. (b) Learned segmentation vocal mask. (c) Ground truth ideal binary mask (IBM) of vocal.

Table 1 shows the averaged SDR, SIR, SAR [4] of the separated accompaniment and vocal sources. SDR, SIR and SAR without separation and with IBM are provided.

4. CONCLUSION

In this paper, a source separation method only using weakly labelled data is proposed. The segmentation masks
Table 1. Average SDR, SIR, SAR of separated accompaniment and vocal sources.

<table>
<thead>
<tr>
<th></th>
<th>SDR</th>
<th>SIR</th>
<th>SAR</th>
</tr>
</thead>
<tbody>
<tr>
<td>w/o separation</td>
<td>0.12</td>
<td>0.12</td>
<td>58.67</td>
</tr>
<tr>
<td>proposed</td>
<td>0.91</td>
<td>5.99</td>
<td>4.50</td>
</tr>
<tr>
<td>IBM</td>
<td>12.44</td>
<td>22.15</td>
<td>13.13</td>
</tr>
</tbody>
</table>

of vocal and accompaniment can be learned from the end-to-end training to recover the separated vocal and accompaniment.
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